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1. EXECUTIVE SUMMARY

This del i vEHOBIAS HR sBf® intBraction moduleB i n a | Ver si ondo repor
version of the mechanisms allowing the interaction between humans and robots in the THOMAS
scenarios.

The deliverable is of type demonstrator, reporting the actual implementations of the systems in the final
versions of the various THOMAS systems. Thus, the deliverable focus more on implementation
generals and testing, since more complete theoretical tmasidyand development details have been
already reported in previous deliverables.

Several complementary technologies have been implemented, which can be classified as detection and
interaction technologies:

9 Detection:

0 2D Laser based humaletection, which takes advantage of the already installed safety
laser scanners to detect and track human presence in the robot surroundings.

o 3D based human detection, which uses 3BHEcameras to monitor critical working
spaces to detect and track hunpagsence.

1 Interaction:

0 Wearable device application or HRI, where a smartwatch application has been
implemented to allow interaction between human operators and the production system,
including the robots.

0 Human gesture and posture recognition, where mrvizased system is used to
recognize human operatorb6és commands, give

0 AR based human operator support application, where the human operator is feed with
relevant information about the robot and process status through wearable AR glasses.
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2. INTRODUCTION

Barrier free ceexistence of humans and robots in the workplace is one of the main goals of current
industrial robotics research. From simply sharing the same space to full-nolnegicollaboration, two

key elements are indispensable forfhiasr adi gm t o be both efficient a
human presence and effective Human Robot Interfaces (HRI).

Human presence awareness is indispensable for safety, as robots need to know that there are humans in
the surroundings and so avoid mpiany action that can pose a risk to them. But it is also a requirement

for co-working and collaboration, as the robot also needs to know what the human is doing, and what
the human expects of it.

While the human can more easily rely on their own sersesf r obot 6s presence awa
other some less evident informationtthamans can hardly get on their own, like the trajectory a robot

will follow or the reach of its safety zones, that, if interfered, can have great impact on the system
performance. Thus, to effectively share the space and collaborate with robots, humans need adequate
HRIs to allow them to both obtain relevant information to the system and be able to provide commands

to the robots in an easy, natural, fast and reliable way.

Workspace sharing and safe collaboration are key objectives of the THOMAS project. Several
technologies are being explored as part of the project, are being tested in the developed prototypes, with
are described in the following sections.
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3. 2D LASER BASED HUMA N DETECTION

The primary objective of this research is the development of a module for the detection and tracking of
humans thatre located in close proximity dfie MRP. This information can then be forwarded to and
used byhigher levelmodulessuch aghe 3D-based human detection andeigrated into the world
model.

3.1. Motivation

As described in D2.4, the safety design of the MRP insltwdeSICK microScan3afety laser scanners
(Figurel). Their primary purpose is to mitigate risks that are imposed by the movement of the MRP
and its robot arms byionitoringpre-definedsafetyfields.

-y

Figure 1: SICK microScan3at the front left corner of the MRP

In addition to their usage as safeated sensorsheir measuremerdata, whichconsists of a 2D laser
scan thaprovidesa discrete representation of the environmierd 2D plangis retrieved angbost
processedo generate further information and usage, suchexetection and tracking of surrounding
objects and reflectar contourbased localization.

As one important part of this projgovestigates humarobot interaction, presence detection of humans

nearthe MRP is of particular interest. Use cases based on 2D perception data mainly include preventive
measur es, such as obstacle avoidance during the
armsor a preventive adaption of their speed. While the 2D laser scannersiteé in scanning only

a 2D plane, they do cover a wide range that usually cannot be monitored with 3D perception sensors.

In combination with 3D perception data, the previous€aaa be extended to more complex use cases

such as gesture and intention recognition.

3.2.Implementation

Please refer to the description of the detection and tracking algorithm implementation described in
Deliverable 2.3.

3.3.Testing

After initial tests with a mek-up MRP platform at SICK in Hamburg (see Deliverable 2.3), the object
detection and tracking system was integrated into the MRP at LMS in Patras and was subsequently
tested and refined to cope with challenges of the new environeat.of parametersaprovided in

order to fine tune the behaviour of the detection and tracking. In partiGaldle 1 presentsll the
available parameters.

Table 1: 2D Laser based Detection parameters

Parameter Description
INITIALIZATION_MIN_DYNAMIC__ | For a potential leg, what is the ratio of detected dyne
RATIO points that needs to be fulfillefbr this potential leg to b

-7-
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considered for object initializatior.g at least 8 of 1(
points need to belassified dynamic for a value of 0.8,
A low value for this parameter will lead to lots of fa
positives since stationary objects will betected as wel
If this is tolerabé, it may be an option to detect station
humans.Range 0.0- 1.0, Recommend).8
INITIALIZATION_MAX_LEG_DIST | For two legs that potentially belong together, what is
maximum distance of the legs that is tolerated
to initialize a new objedE.qg. if two previously unknowr|
legs are detected close to each other and they are leg
this threshold apart, they will result in a new object be
tracked. A large value will lead to more false detecti
since arbitrary potential legs will be merged.
Unit: meter,Recommended.5
DESTRUCTION_THRESH_POSITION For a known object that is tracked over time, what is
_SIGMA maximum standard deviation of the position
for the object to be valid.e. if anobjectis not detectec
for some time, the position vaniee will increase and if i
gets too largéhe object will be deleted large value will
lead to longer tracks in case an object is covg
temporarily.A large value will also keep false positiv
for a longer time and lead to more false associations
Unit: meter, Recommended..0
DESTRUCTION_STATIONARY_TIM | Stationary objects are deleted after a certain time sp
E_CONSTANT get rid of false positives. For a known object tha
tracked over time, what is the time it needs to stand
completely until it is deletedE.qg. it will take at least thig
time before any known object is removed (if it
permanently detected, otherwise it be deleted due t
DESTRUCTION_THRESH_POSITION_SIGMA).
A large value can be used to track humans fanagér
time if they stopA large value will also influence ho
long stationary false positives will be tracked.
Unit: second Recommende@0.0
DESTRUCTION_STATIONARY_MIN| For a known object, what is the minimum number

_AGE scans after which the objecasnbe deleted.
Unit: Scans
Recommendet?5 (microScan3 runs at 25 Hz)
DEBUG_LEVEL Level of output in the console.

Range 1i 4, Recommend

The recommended values are the same that have been applied in PSépndeckonstrator at LMS.

Moreover, for visualization purposes and in order to be more intuitive the output of the detection

vi sualization arrow mar ker f or Rapiesentsheadiveetorb een d
of the human and the length shows tiegnitude of the velocit{Figure?2).
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Figure 2: Representation of 2D human detection

3.4.Conclusion

The prototype of the 2D laser scanner kimg system has been developed with special focus on
robustness and modular usage. First tests were carried omackap of the MRPat SICK, then the
system was transferred to the actual MRP at LMS, which lead to further refinements in the object
tracking.
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4. 3D BASED HUMAN DETECTION

Collaborative environments are becoming the new common working areas in the manufacturing sector,
turning the factories in spaces where robots and human operators work together. The time when the
robots work isolated in ended environments is becoming a thing of the past as the robots become
friendlier. To achieve the objective of full collaborative working plants, there are still some safety issues
that must be take it in account. Our solution is based on the creatiomooiitared area composed with

an infrastructure of multiple RGB cameras.

The configuration of the workspace depends on the size of the working area of the robot, trying to
maximize the view of the environment. For that three Intel RealSense D435 cdraeeabeen
positioned in different areas of the working area. These cameras allow to check how safe is the area
surrounding the robot and depending on the situation the monitoring systenmodsdy or abort the

current task according to the situation.

A safety approach that implies a multiple camera configuratiasbeaeral details that mubke taken
into considerationlike the coordination ofmultiple data sourceghesaturation in theommunicatios
and the inconsistences detectdtliltiple sourceshelp to have a more completererview of the
workspaceas the combined fields of view avoiblind spots produced by the rotantd other elements
and covers all the area where the robot and the opesaaitors

However, multiple cameras can have overlapping fields of view. While this avoids blind spots, it also
causes point clouds with overlapped layers of depth poinfdteAthat combines and create a new

clean point cloud is used to solve this dispersion, concentrate the detection and reduce the amount of
datato beprocessedAlso, points outside of the workspace are considered outliers and filtered

To determim the risk level of each situatioseveral concentric safety aream® defined around the

robot with associated risk levels from 0 to 3. They are visually showed in the interfaéen g a 36 0 (
marker. Wheranoperator is detectedsideone of thesarea, the execution can be continued, slowed

or stoppediepending on the risk levdbue to the mobility of theobot, the safe area movesongwith

it throughthe worlspace. Tius a staticoperator that ifitially out of the risk area caalsoenter in it

without realizing itwvhen the robot is navigatin

4.1.Implementation

The system implementation has suffered some chandatest stages of developme@urrentlythe
system is integrated with the robotameal industrial environmentih E C N A L wokkéhep,nstead
of the laboratoryThis test environment is very similar to the final real test site HERRNOVAO s
demonstratgrincluding multiple workstationsAlso, the hardware configuratiomas changed tan
external PC based on ROS kinetic running on Ubuntu 16€dg therequiredROS packagefor the
Intel RealSense cameraghese packages asanilar in functionality to the ol@perNI packagedor
theMicrosoftKinect V2. This similarity has eased tlansition between the two types of cameras

The setup of the workspace monitoringiade othree cameras position&alget the best view possible

of the work arearhe MRP is equipped with aidlarm configuratiorihat allow it to perform multiples

skill, both using a single arm or the two arms simultaneouslymidi®le torso helps to work in multiple
heights and positions, and a mobile base to navigate in the worK lhiaombination of dual arm and

torso creates a pretty large reach volume ardhedrobot.The defined safety area takes this into
account. Moreover, as the robot is actually a mobile base, the safety area moves with it, being able to
be dynamically adapted to the movement of the robot and the operational state of the arms.

Also, & the robot can move while the monitoring cameras are staidistance between the robot and

the camerais variable This distance can vafyfom 1upto 4 metersSpatial resolution changes greatly
depending on the detecting distance, impairing the tieteaf the human in larger distanc€&ameras

are thus placed where the best performance region falls in the zone of the workspace with higher risk.

Optimal resolution from the cameras is 848x480 px for depth images and 1920x1080 px for RGB
camera, genating a huge amount of data. flemuce théoadin the USB 3.0 controllergn additional

-10-
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USB 3.0PCl cardwas installedo the controller PQCommunications between the monitoring system
and the robots based on wireless technologi@sis allows full maility of the robot butincreases
latencyand reduces available bandwidttedause of that, some methods to manage the point clouds
and reduce overall data transfees beerstudied

4.2.Testing

During this period the testingas beerfocused orto determinewhere are the best position for the
cameras in the work area to get as much as possible view of the workspace. For that we have use the
same approacthat in the laboratorywe have testkusing one, two and three cameras in different
positions. With thes tests we have been able totbeimwhereget the better combined view of the
workspace(Figure 4). Also, related with the latency, multiple tests and modifications have been
performed like thelown samplingf the point cloudsr thereduction in the frame rate$ the cameras
(Figure3).

There is still future worko increasethe reliability, reduceevenmore the latency and to enhance the
robustness of the detection.

Figure 3: Test setup inTECNALIAbs wor kshop. Human detected in
robot.

Figure 4: Proposed configuration and fields éviewin A E R N N O Vskénaria

-11-
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5. HUMAN 7 ROBOT INTERACTION
5.1.Robot control through gestures

Human Robot I nteraction Mechani sms wi | be used
operator with the MRP during the task execution. Using either human posture or direct physical
interaction, the system will receive input from the ofmrahrough a set of sensors, and translate this
information to specific commands for the MRP. In the following subsections, the main mechanisms are
explained in detail.

5.1.1.Generalapproach for GesturesControl

Gesture recognition approach initially Hasen designed and reported in D2/arious updates have

been establishedpllowing the requirements of THOMAS pilot cases. However, the process pipeline
maintained the samé&igure5). The main input thais used for Human Robot Interaction is the human
body itself.Multiple image sensors (2D and 3D) positioned on the robot or on the shopfloor are used,
in order to achieve the maximum coverage. Afterwards, this huntamtion will be translated into

robot command, sending the appropriate instructions to the MRP controller. More specifically, the steps
that will be followed by this module are as follows:

1 Receive the coordinates of each skeleton joint from the humartidetemdule as input

1 The Gesture Recognizer, will translate the gesture/posturefintention into predefined
instructions

1 Thesenstructionswill be publishedo the next component as input

1 TheGestureController will receive this input and translate it to actual robot commands.

A general diagram of the above sequence is presented in the following kguneb). Its component
of this pipeline will be analysed in the following sections.

Gesture
Controller

Gesture
Recognizer

Figure 5: Human Gesturerecognition pipeline diagram

5.1.2.Gesture Recognition

As it is presented ifigure5, Gesture Recognizer is the first componainthe MRP gesture
control application.This component encapsulatéso subcomponents that are work in
sequence in order to derive the gesture instruction message from an image. In p&iticuér,

6 presents the whole machine leamarchitecture of Gesture Recogniz&t.the begging of

the project, the approach for the Gesture control application was designed to work solely with
Microsoft Kinect[1] as the main data acquisition sensor and to use theNDfierary for

human skeleton detection. This approach proved to be very restricted both in sensor selection
and also in future maintainability because the OpenNI stopped to be updated. THOMAS
solution foresees to provide universal solutions for many mabbots with various sensors.

A machine learning approach that works with every kind of sensors that provide a 2D image
or a Pointcloud set in case of 3D information, is a universal and ease to integrate solution.

As presenteth the architecture diagrabelow, OpenPose Deep Neural Netwfikis the first
subcomponenbf Gesture Recognizehis part is responsible for extracting theman
skeletoninformation out of an image. OpenPose library works with the principles ofivia

-12-
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Learning. It serves a piteained deep neural network with COCO and MPI datasets, which are
focused on human body parts. The results are extremely accurate evelowitfuality image

as input. However, the greatest advantageléaats us towardshis direction is the tolerance

in various environmental conditions (lightning, position of sensor, etc.) and human

characteristics (height, body shape, gender, etc.). In other words, OpenPose is an unbiased

approach for computing the human body joint comates.

/] e
’ ’
’

OpenPose
Deep NN

Image input -

640x480 L -

4
s

Classifier
4 Layers NN

L Instruction
R e vector
4x1
Skeleton
matrix
18x2

Figure 6: Gesture Recognition machine learning architecture

The outcome of OpenPose NN is a 18watrix containing the positisof body joints,each

row defines one body paasis listedin theTable2. This body parts classification is established
by the COCO dataseAfter this classification and position tracking of human joints, a second
smaller Neural Netork with is responsible for classifying the gesture instruction.

Table 2: Body parts categorization based on COCO

Row number

Body parts

Nose

Neck

Right Shoulder

Right Elbow

Right Wrist

Left Shoulder

Left Elbow

Left Wrist

Right Hip

Egco o|~No|o|~W|N|F

Right Knee

11

Right Ankle

12

Left Hip

13

Left Knee

14

Left Ankle

15

Right Eye

16

Left Eye

17

Right Ear

18

Left Ear

-13-
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This NN takes the skeleton matrix with size 18x2 and proadesoutputa 4x1 vecto(Figure

6). This is the instruction vector and includes all the gestures sorted based on their detection
likelihood values. The four gesture instructions aredafned and the NN is trained with a
labelled datasetfigure 7 presents foumdicativeimages that used for the training process
Current gesture recognizer is trained to identify the following gesturaidtisins: 1) Front 2)

Back 3) Right and 4) Left. After the accurate detection of an instruction, Gesture Controller

takes ovein order to convert it intoraMRP command.
g \

Figure 7: Example of gesture instructions 1Front 2. Back 3. Right 4. Left

5.1.3.Gesture Controller

The final subcomponent of this application for controlling through gestures the MRP, is the
Gesture Controller. As it has been reported in D2.1, initially gestuteot@as designed and
tested for moving the robotic arms on MRBesture Controller developed further in order to
be able to control also the mobile platform. The aforementioned gesture instructions are
mappedvi t h E&Brd elativemotionand further converted in velocity commands as
showing the Table 3. Based on testing of the system, it has been identified the need of
maintainingconstantly a relativposition betweernhe detected person and M&mlatbrm.
Figure 8 presents the distance (d) and thefp\variables that gesture controller trying to
maintain constantin particular, the desired angle theta has beerdefiaed and should be
close to zero with ®olerance. From the other sitlee distance between MRP and human, is
defined according to the initial detection at the moment that the Gesture applicahabled.

Table3: Gesture mapping with MRP6s platfor

Gesture Instructions | Velocity command
Front x axis: 0 m/s
y axis: 1 m/s
Back x axis: 0 m/s
y axis:-1 m/s
Right x axis: 1 m/s
y axis: 0 m/s
Left x axis:-1 m/s
y axis: 0 m/s

-14-



THOMAS 723616

Figure 8: Rel ative position of Human with MR

52AROperatords Support Application

Another important part of the Human Robot interaction is the visualization of information to the human
operators in the most intuitive and direct way possible. In order to achavAR technology has been

selected due to its immersive characteristidblend to therealworld virtual data. In particular,

Mi crosoftds Hol ol eusedimplmegtingrasnarkesdesshbasedobjdrtevisualization
approach that may increase the applicationds st a

5.2.1.AR Application Functionalities

With this application for the HoloLens glasses, we try to exploit the latest advancements in AR
technology for implementing novel interfaces for human robot interaction while closing the
communication loop between human operators and the robotrcesoln this context the suggested
application, and the framework around it, enhances human robot interaction by allowing human
workers:

i To directly instruct the MRP robo#) during execution in cases of unexpected / unplanned
events, b) for short terne4qprogramming requirements when changes occur in the production
environment,

1 To receive real time information: a) on robot active taskapblthis / her assigned tasks.

1 To provide feedback on the real time execution status in the central executiah system.

The following subksections provide a deep insight in the developed functionalities and their added value
towards supporting human operators during the assembly prdemsshe navigation in the AR
environment, the AirTap gesture has bédefined as user input for all the virtual lmuts included in

the application.

5.2.1.1.Userinitialization phase

Given that in the THOMAS use cases each operator needs to work in several workstations, the discussed
framework has been designed so as not to rédatee particularities of a specific workstation. In

addi ti on, variations in the different operator s
sure that all the digital objects are superimposed in the field of view of the operator inr¢ice sxale

and position with respect to the physical world. After several experiments, the height of theroperat
whowears the AR glasses has been identified as a variable that needs to be initialized for each different
user. Thus, for every new user, initialization phase is required as visualizedrigure9. The user is

instructed to spot a marker placed in a specific location in the assembly area and basdtamdae

of the camera from this marker the required height is calculated. Then, the user is ready to start using

the AR tools deployed in the AR glasses.

-15-
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[EE B
» Look on the marker to ‘ =
J‘ HOMAS ‘compute the glasses height —_ __— m =
' -‘ The height has been computed |
AirTap on the marker to proceed

o —
S5 P

User initialization Step 1

User initialization Step 2

Figure9:Human oper at or-&<eriditinlieatioth phase vi ew
5.2.1.2.Robot Instructingphasé Direct robot control

One important limitation in existing robotic applications is that the robots need to be offline
programmed by robot experts with high accuracy based on the specific layout and the parts involved in
the assemblyif changes occur either in the assembly layouhahe product variantghe production

needs to stop until a robot expert may manualgrogram the robot. This creates losses in terms of
cost and time that have a great impact in productivity especially in the cases of SMEs. The discussed
flexible production paradigm aims tmvercome the limitation providing the human operator the
mechanisms that will allow him / her to directly instruct the robot in an easy and fast way when needed,
without having any expertise in robotics. Two different functionalities have been implemented
comprising this robot instructing phase.

Direct robot navigation instructions

The first functionality allows the user to give new navigation goals t&MRE which they were not
initially programmed. In that way, tHdRP may be online allocated to new Wstations when this is
needed based on the production requirements. As visualiEegure 10, the user may simplgirTap

in the desired location for the MRP. This usgaut is transferred in real time in the MRP path planner
which generatgthe optimized path for achieving this neavigation goal. Then, the planrsands this
path to MRP controller for the final execution.

» AirTap to the desired MRP
AirTap to the desired MRP JS HOMAS'!, navigation goal
navigation goal : ‘ ‘

Navigation goal reached

Navigation goal

Initial robot location Final robot location

Figure 10 Humanop er at or s 6 -MRRdirett navigatieniinstwctions
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Robotposition correctiong Teleoperation

The second functionality aims to allow the user to make small adjustments and real time corrections in
the mobil e r obot dsefullcansidering terdynamichlly changirey gnvitbement and

the nonstatic positioning of the resources. This teleoperation is implemented by visualizing to the user

a cross pad composed of four virtual buttons. When the user AirTaps on one of thesethatMRP

moves in the respective direction based on alpfimed offset. As the mobile robots moves and possible
rotates, the pad is rotated as well to have al wa
orientation. Through the avail@bbuttons the user may request robot position correction by: a) moving
forward, b) moving back, c) rotating to the left, d) rotating to the right. For instance, the bBggrran

11 instructs the robot to rotate in the left so to ensure better reachability of the robot arms in the
workbench in front of the platform.

Figurel Human oper at or-MBP foditienicatrectiohs vi e w
5.2.1.3.Executionphasé Assembly status information exchange

In conventional fully automated robbased assembly systems the process execution control
and coordination may be realized through various approaches such as Programmable Logic
Controller (PLC) based or service oriented based control architectures. Nevertheless, when
human workers are also part of the assembly, two important requirements occur:

1 Provide them information on their assigned task as well as provide them interfaces for
reportingback in the execution system the execution status

1 Inform them on the robot active task in order to be alert with respect to robot real time
behaviour and thus increasing their safety awareness.

This information exchange is achieved through the integrafitre AR based framework with
the central execution system, namely the Station Controller.

Robotactive task execution information

Once the assembly tasks have been dispatched to the resources and the execution has been started, the
human operator may ragst to receive information on active tasks in each workstefiguoire 12

presents the field of view of the operator enhanced with information on the current adtjvbdas

assigned resource as well as the task execution status.
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Figurel2Human oper at or-MBP dctiveetdsklinfanfiation i e w

Humanoper at or 6s assigned tasks information

Respectively, when a task is dispatched to theipd&uman operator, he / she receives a notification

along with a textual description on the assembly task that needs to be performed &s Siguval3.
Incomplenent arity, a virtwual button, namely the fiTas
of view allowing him to notify the Station Controller when he / she has completed the assigned task. In

that way, the Station Controller may efficiently coordingite entire assembly processing execution
respecting the precedence relation among the different tasks to be performed by the different humans
and robot resources.

Human Active Task

Task completed
virtual buttpn

Figure13 Human oper at or-#Hdmaria ped rdatodr &vs eawct i ve t ask |

5.2.2.Integration in the THOMAS overall system architecture

A vital aspect of théAR application is its integration to the THOMAS system architecttog.the
support of this application two additional components have beehn use

91 A Digital Twin of the production environmeirtvolving: a) the scene reconstruction based on
the CAD models of the layouts and the involved components as well as the real time data of
the sesors placed on the MRP b)) the interf acteferreguestnylRP6s
optimized paths giving as input the real time sensor. data
1 The Station Controller responsible for dispatching the scheduled tasks and monitoring the
execution status through the robot side and human side interfaces.
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Considering thebove, with respect to the etmend system integratiothe main challenge that had

to be met was the diversity of these systems in terms of software programming and communication
channels compatibility. For encountering this complexity, the discuskenbaaleployed a networking
architecture based on Robot Operating System (ROS). The ROS framework, running in Linux
environment provides a standard communication infrastructure based on topic publisher / subscribed
paradigm customized for robotic systefie Digital Twin and Station control are developed in C++
directly compatible with ROS system and may be demlan any Linux PC. The AR based
functionalities were created in Unity 3D game engine using Microsoft Mixed Reality Toolkit for UWP
applicationgunning in Windows Operating System.

All the data that are exchanged between the a) /
interface and d) Station controller are in form of ROS messages enabling the use of topics and services.

For thiscommunication to be realized, ROS# library was used establishing a ROSBridge server. This
server allows the communication of nonix system such as the AR tools with a ROS based
environment. In that way, the AR tools have direct access to the folloviorgnation:

T robotds Universal Robot Description File (UR
well as manipulation based on the robot kinematics,
1T robotdés base position in the global map for

1 r o bsetatds information for robot behaviour awareness,

1 execution status and status feedback provision.
The AR based tools were deployed in Microsoft HoloLens glasses used as the human side hardware
interface. The Digital Twin, the Station Controller andrieot side software interfaces were deployed
in a Linux PC running Ubuntu 16.04 and ROS Kinetic version. The connection between the hardware
components involved was established through a locdfietwork.
Figurel4visualizes the exchange of information for the realization of the Direct navigation instructing
functionality.

Figure 14: Sequence diagram for robot directhavigation instructing
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